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ABSTRACT
Reality Tales is a platform to facilitate interactionwith fictional story
characters for readers (13-20 years). The platform leverages binaural
audio and multi-voice narration for an immersive story experience.
Several paradigms for interactive storytelling have emerged in re-
cent years, involving sequence-based story generation with user
inputs. However, the current work in this domain rarely applies
to existing fictional stories, with defined characters and plots. Our
work introduces voice-based conversational interaction with story
characters as a novel dimension to digital interactive storytelling.
Through a user-centered process and qualitative studies, we dis-
cover that providing users with the agency to directly converse
with story characters about their lives makes the users invested in
the storyline.

CCS CONCEPTS
•Human-centered computing→ Interactive systems and tools;
Empirical studies in HCI ; Empirical studies in interaction design; User
centered design.
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1 INTRODUCTION

“A reader doesn’t really see the characters in a story; he feels
them.”

— Cornelia Funke, Inkdeath [9]

Stories, being a fundamental element of human cognition, exercise human
emotions and nurture imagination [2]. Interactive storytelling has emerged
as an active research domain. Research suggests that story characters, their
interactions with each other, dialogues, actions, beliefs, and emotions tie
various events of the plot together [7]. Recent developments in the domain
of interactive storytelling focus on involving users to generate new task-
based story sequences by interacting with the virtual characters and their
environment [3, 19]. A new facet of interactive storytelling is conversational
interaction between users and characters of existing fictional stories. There
is limited research in this direction, driving us to explore the impact and
significance of direct voice-based user-character interaction for the readers.

We follow a user-centered design process [14] and conduct qualitative
studies to understand the significance of directly interacting with charac-
ters. We focus on readers of age 13-20 years as existing research suggests
fiction is the most popular genre of literature in this age group [15]. Similar
findings were also echoed in our user survey. Through multiple iterations of
prototyping, we develop Reality Tales, a platform that facilitates voice-based
interaction with story characters enabled via Artificial Intelligence (AI),
integrated with an audiobook player. We look at methods to enhance the
connection between the readers and the storyline using binaural audio and
multi-voice narration for storytelling, where each character has a unique
voice.

We evaluate Reality Tales through Concurrent Think Aloud (CTA) [4]
sessions and user observations.We learn that talking to the characters makes
the users invested in the storyline and character’s life. It induces positive
emotions, such as empathy and curiosity. Binaural audio and multi-voice
narration provide an immersive experience to the users.

2 RELATEDWORK
With the advancement of technology, traditional storytelling methods have
received a makeover with audiobooks. Researchers have explored sounds
and audio narratives to facilitate immersive story experience to capture
user’s attention [6, 17]. The study conducted by Ryan Wagar suggests that
audiobook technology engages K-12 learners by increasing their enjoyment
of reading and improves their reading comprehension skills [20]. Several
commercial products (Audible1, Google Play Books2, LibriVox3) provide an
extensive library of audiobooks, mostly narrated by a single voice.

1Audible: https://www.audible.com/
2Google Play Books: https://play.google.com/books
3LibriVox: https://librivox.org/

https://doi.org/10.1145/3411763.3451522
https://doi.org/10.1145/3411763.3451522
https://www.audible.com/
https://play.google.com/books
https://librivox.org/
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Inducing the concept of binaural audio paves the way for a greater immer-
sive experience by removing passiveness from traditional audiobooks. Some
commercial applications (Koob4 and OwlField5) are centred around the idea
of binaural audiobooks with multi-voice narration. Spatial positioning of
characters, to mimic binaural audio, stimulates the listeners’ imagination,
enabling them to generate vivid images in their minds[6]. Michele Geron-
azzo et al. utilize dynamic binaural rendering in a virtual environment. Their
study indicates an increase in immersion and story-specific emotions in the
participants [10]. We utilize the extensive research on binaural audio for
immersive story narration in our platform, providing users with an agency
to visualize the story and its characters.

Several paradigms have emerged in interactive storytelling, involving
user interaction with autonomous virtual characters, for story generation
or modification. For instance, users can control the sequence of events or
character actions by interacting with objects in virtual surroundings, giving
advice to characters, or expressing their feelings as speech interactions
[3]. Charles et al. propose an interactive approach to dynamic story mod-
ification by prompting users to make decisions from different characters’
point of view, resulting in varying story consequences [19]. However, such
interactive storytelling systems rarely apply to existing fictional stories
with a defined storyline and characters. To the best of our knowledge, this
work is the first to focus on the conversational aspect of user-character
interactions for existing fictional stories without modifying their plot.

Story characters are at the core of storytelling. Giving users the ability
to interact with the story characters can pave the way for immersive and in-
formative experiences. Lissa et al. posit presenting stories in the first person
(rather than in the third person) builds empathy and a better understanding
of the characters [12], providing us with an opportunity to explore the
significance of speech interaction with fictional characters to learn more
about their lives, feelings, and the storyline.

3 METHODOLOGY
This work was conducted from August-December 2020 in Delhi, India. For
this study, we followed the user-centered design process [14] with 16 key
participants (apart from the 118 survey participants) involved in different
stages of the design process: semi-structured interviews, prototype testing,
and user evaluation. All participants belong to the age group of 13-20
years (median: 16 years). They were recruited using purposive sampling
[8] based on their self-declared interest in reading or hearing stories and
prior familiarity with audiobooks. Six participants read fiction almost every
day (avid readers), six of them read a few times in a year or when they
find the time (average readers), and four prefer watching visual media
over reading (non-readers). Prior consent was taken from all participants
to record our interaction with the participants and use their anonymized
quotes for research purposes. Assent was taken from minor participants,
and parents’ consents were also taken. We refer to participants with pseudo-
names, using P<participant ID> as the naming convention (P1, P2, ... P16).

We have followed the Double Diamond [11] model to plan, research,
and iterate over the prototypes (as seen in Figure 1). In phase-1, we diverge
through semi-structured interviews, surveys, and literature review. With
the insights from this phase, we converge to gather user requirements. In
phase-2, we diverge again by ideating and prototyping iteratively. Finally,
we converge to the proposed solution after user evaluation via CTA. This
model allowed flexibility in building the application while following the
user-centered approach. We now present our research phases in detail,
including the insights from each phase.

4Koob: https://www.koobaudio.com/
5OwlField: https://www.owlfield.com/
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Figure 1: Double Diamond model followed for the study.
Phase-1 focused on primary research followed by Phase-2
comprising of prototyping and evaluation.

4 PHASE-1: PRIMARY RESEARCH
4.1 Survey
We conducted an online survey to help us record participant interest in
fictional stories and observe patterns in their current reading habits. Sample
survey questions include: “What is your frequency of reading fiction?” “What
is your preferred genre for reading?” and “What are the most noticeable
character traits?” The survey included multiple choice questions, with one
subjective question to record participants’ favourite fictional character and
novel. The survey was designed in English and participants were recruited
through email, instant messaging platforms, and word of mouth. A total of
118 people belonging to the 13-20 age group took the survey; 68 participants
were male, and 50 were female. People had different frequencies of reading
fictional stories, ranging from reading 12 or more fictional books every year
to reading a book once in 1-2 years. To analyse the survey responses, we
calculated percentages for the objective questions, as well as the subjective
question.

4.2 Semi-Structured Interviews
We conducted semi-structured interviews [13] with 9 participants (P1-P9
from 16 key participants) to get in-depth insights into their reading pref-
erences and understand the relevance of character interaction. Four of the
participants were female, and five were male. Participants P1-P3 were avid
readers, P4-P7 were average readers, and P8-P9 were non-readers. The in-
terviews were telephonically conducted in Hindi or English, depending on
the participant’s comfort. Sample questions that we asked from participants
include: “What are the traits that you notice about a character in a fictional
story?” and “What activities do you indulge in (if any) after reading/hearing
a story?” The interviews were audio-recorded and later transcribed and
translated for thematic analysis [1]. The transcripts were annotated line by
line and open coded to identify primary themes.

4.3 Learnings from Phase-1
We corroborated the data from the two sources to outline the following
insights from phase-1.

Building relationships with the characters. Participants associated feelings
of happiness, amazement, and luckiness if they could talk to their favourite
character. 61.01% of the survey participants found character personality,
dialogues, and emotions to be the three most vital attributes for an enriched
story experience. P2 reported the character Guts from Berserk6 as their
favourite character, and said, “I would like to know their purpose of living if
such a cruel life is worth it. I know the story explores this question a lot, but
we have not seen a clear answer from Guts yet. If I get to know from him that

6More about Berserk (manga): https://en.wikipedia.org/wiki/Berserk_(manga)

https://www.koobaudio.com/
https://www.owlfield.com/
https://en.wikipedia.org/wiki/Berserk_(manga)
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he is doing fine, it may give me some closure”. These responses helped us
understand the significance of direct user-character interaction, giving us
insights into what it could mean for the readers.

Enhancing the story experience. We discover that the story experience will
be enhanced if someone reads the story to the participants. The ability
to interact with scenes and the characters would help enrich stories and
develop an immersive experience. P1 said, “I would like to walk the hall of
Hogwarts and listen to Harry tell his story”. Although participants were keen
about visual media, they mentioned that movies and TV shows built upon
existing stories often shorten the plot and leave nothing to the imagination
of viewers.

Stories beyond the storyline. Through our semi-structured interviews, we
found that participants refer to websites such as Quora7, Fandom8, and
Wikipedia9 to know more about the storyline, characters, and their perspec-
tives, indicating that participants are inquisitive and curious after having
read a fictional story.

Lastly, fiction is the most popular genre among the survey participants
(80.50% preferred fiction). 25.42% have Harry Potter as their favorite novel
series and Harry Potter as their favorite fictional character. As this was the
highest percentage for any story, we decided to create a prototype for direct
interaction with Harry Potter and provide excerpts from the Harry Potter
series.

5 PHASE-2: PROTOTYPING AND
EVALUATION

For the second phase of the study, we used the inferences from our surveys,
interviews, and literature review to conceptualize Reality Tales. We planned
and performed three prototyping stages to test the platform’s concept,
interface, and functionality, as detailed below.

5.1 Low-Fidelity
We tested the concept of user interaction with the story characters along
with multi-voice binaural audio narration through role-playing [18] and
Wizard of Oz [5], with participants: P10, P11, and P14.

5.1.1 Set up. A short excerpt was read out from the Harry Potter and the
Philosopher’s Stone[16]. To conduct the role-play, different people enacted
Harry Potter, Ron Weasley, and the narrator. As seen in Figure 2, the story
characters (standing) were present in the same physical environment as the
participant (sitting on the chair). As the characters narrated the story, they
moved around the participants to mimic the effects of binaural audio. The
listener was blindfolded to center the focus entirely on listening, avoiding
any distractions caused by looking at the role-play. The participants were
told beforehand that they will be listening to an excerpt from the Harry
Potter and the Philosopher’s Stone and that they can use voice commands
to control the narration and interact with the character of their choice. We
conducted Wizard of Oz to facilitate user-character interaction, as seen
in Figure 2c. We observed the participants and their interactions as the
activity was conducted and collected data in pictures, field notes, and audio
recordings. Our insights are presented in the next subsection.

5.1.2 Learnings. Being able to converse with story characters was infor-
mative, engaging, and helpful for the participants. It was easy for them to
identify different voices due to the character’s personality and the narrator’s
presence to guide the story. This confirms that participants can easily follow
a multi-voice narration. However, P10 said, “I think that keeping track of
voices might become difficult for scenes with more characters.” All participants
enjoyed the sense of direction received by the positioning of characters, and

7Quora: https://www.quora.com/
8Fandom: https://www.fandom.com/
9Wikipedia: https://www.wikipedia.org/
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Figure 2: Low-fidelity prototyping (Participant faces have
been hidden for privacy).

it made them feel that the events were taking place in their surroundings.
P14 said, “I was able to see Harry and Ron in my room in my mind.”

5.2 Conceptualising Reality Tales
To provide a user-interface to stories and character interactions, we planned
the design of a web application with easier access to key functionalities.
We constructed an Information Architecture of the system, which helped
us get a clear idea of where different functionalities of the app should be
placed. Figure 3 shows the mid-fidelity prototype, where the red arrows
indicate the user-flow based on the planned Information Architecture.

We incorporated different interactions such as selecting books and chap-
ters, playing, pausing, talking to a character, next/previous dialogue, and
next/previous chapter. Users can talk to characters at any point during
the story narration by using voice commands or clicking on a button. We
decided to have a color-scheme using achromatic, high contrast colors.

5.3 High-Fidelity: Combining Interface,
Concept, and Functionality

5.3.1 Iteration 1. For the high fidelity prototype, we used two excerpts: The
Third Floor andWingardium Leviosa! from Harry Potter and the Philosopher’s
Stone. We recorded and prepared binaural audio files for the two excerpts
using Audacity10, a free and open-source digital audio editor and recording
application software.

We developed a voice-based interaction interface for users to talk to
Harry Potter. We leveraged the open-source IBM Developer Model Asset
Exchange: Question Answering Model11 for interacting with the story charac-
ters. Based on the two excerpts of the story, we prepared a text corpus with
information on different subjects such as various characters (like Hermione,

10Audacity: https://www.audacityteam.org/
11IBM Developer Model Asset Exchange: Question Answering Model: https://github.
com/IBM/MAX-Question-Answering

https://www.quora.com/
https://www.fandom.com/
https://www.wikipedia.org/
https://www.audacityteam.org/
https://github.com/IBM/MAX-Question-Answering
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Home page Help page: To help in onboarding; tell user different 
features and how to use the app

Books page: Shows available audio books

Chapters page: Shows chapters of the selected bookPlayer: Clicking on the player leads to the player where 
the user can hear the chapter in surround sound. 
Available options: Play, Pause, Next/previous dialogue, 
next/previous chapter and talk to character.

Talk to character page: User can ask questions about 
the chapters they read and they will be answered by the 
story characters.

Figure 3: Annotated medium-fidelity prototype with the user-flow indicated using red arrows.

Figure 4: Participants interacting with Reality Tales proto-
type.

Harry, Ron, and Hagrid) and the story elements (like Quidditch, Hogwarts,
magic spells). Upon receiving the users’ dialogue or question, we perform
the speech-to-text conversion and identify the subject and context in the
user’s speech. We then invoke the IBM MAX Question-Answering ser-
vice with the appropriately extracted segment of the text corpus. The text
response is then converted to speech and played for the user by the appli-
cation. To ensure consistency with our voice-based interactive system, we
provided voice commands (such as ‘play’, ‘pause’, ‘next/previous dialogue’,
‘next/previous chapter’) to control the story-player.

Evaluation and Learnings. We involved eight participants (P9-P16) for a
Concurrent Think Aloud session (Figure 4) and asked them to perform
the following task sequence: 1) Open the web application and navigate
the prototype for 4-5 minutes. 2) Navigate to the book section for Harry
Potter and the Philosopher’s Stone. 3) Hear any of these two excerpts:
Wingardium Leviosa! or The Third Floor. Interact with the story-player using
voice commands. 4) Talk to Harry Potter and ask any questions related to
the excerpt played.

All participants could easily identify that the application was about
listening to stories and talking to the story characters. They found the
multi-voice narration and binaural sound effects for the audio excerpt to be
realistic. They enjoyed it when Harry gave meaningful responses. However,
there was a significant lag between asking questions and receiving the
character’s response due to data transmission overhead from the back-end
to the front-end. Some questions to the character had no response as the
question’s subject did not match any segment of the text corpus, such as
“Which house are you in?” (asked by P12), or follow up questions such as
“How do you know that?” (asked by P9).

Participants often skipped the ‘Help’ section and directly jumped to the
story-player, making it significantly difficult for them to use the application.

Some features such as voice commands to control the story-player went
unnoticed due to lack of discoverability. Other voice commands, such as
“Stop” and “Restart” were not programmed in the story-player and hence
provided no output.

5.3.2 Iteration 2: Final Prototype of Reality Tales. We revised our prototype
based on evaluation and learnings from the first iteration (Figure 5). We
redesigned the home page to include an onboarding slide-show and demon-
stration video (in place of the ‘Help’ section) for improved accessibility. To
make users familiar with available voice commands, we added certain exam-
ples for commands below the story-player. We also incorporated additional
voice commands such as “Stop”, “Play from the beginning”, “Restart”, and
“Resume”. Based on the participants’ questions during testing, we expanded
the text corpus to enable them to receive responses for a wider set of ques-
tions and enhanced conversation with Harry Potter. Finally, we improve
the experience of talking to the character by reducing response latency.
This was achieved by shifting the computation of response generation to
the front-end. The dependency on the centralized server was eradicated
while bypassing data transmission overhead. Figure 6 represents the final
workflow and technology used for Reality Tales.

Evaluation. A final usability evaluation was conducted for this iteration
with five participants, three males and two females. We followed purposive
sampling, where two participants (P10, P15) were involved in evaluating
the first iteration (Section 5.3.1), and three (P1, P3, P4) were involved in
the semi-structured interviews (Section 4.2). First, we asked them to hear
a 3-minute audio excerpt from Harry Potter and Philosopher’s Stone with
single voice narration, no binaural audio, and no character interaction. The
participants were then provoked to note down questions that came to their
mind. Next, we provided them with Reality Tales, asked them to hear an
excerpt and talk to Harry Potter. Sample questions that participants asked,
along with the answers that Harry Potter provided can be seen in Table 1.
We conducted a one-on-one semi-structured interview to know about their
experience and transcribed the interaction to conduct a thematic analysis.
Our key learnings are detailed in the following section.

6 LEARNINGS
This study explores conversational interaction between users and characters
from fictional stories as a new dimension to storytelling. We identified the
following learnings through the user evaluation of Reality Tales.
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Home Page Home Page: Onboarding slideshow and a demonstration video Books Page: Shows available audiobooks

Talk to Character Page: User-Character Interaction (Voice based ) Story-Player Page: Uses buttons and voice commands to control the player Chapters Page: Displays the chapters for the selected book

Figure 5: Final High-Fidelity Prototype

Category Participant’s questions Character’s responses

Personal Do you like Hermione? [P1] Hermione is a good friend. We first met her on the Hogwarts
express and found she is sort of unfriendly.

Who are your parents? [P10] I am son of James and Lily Potter, a half blood wizard.

Third character Who is George? [P4] Fred and George are elder brothers of Ron. They are twins.

Who is Hagrid? [P1] He is really the sweetest man. He is a half giant and half
human. He is our gamekeeper.

Story elements What is Quidditch? [P15]

Quidditch is a wizarding sport played on broomsticks. It is
the most popular game among wizards and witches, and,
according to Rubeus Hagrid, the equivalent to Muggles’
passion for football.

What is a seeker? [P15]
Seeker is a position in Quidditch sport. There can be only
one seeker per team and I was one for Gryffindor. The
seeker has to catch the snitch.

Storyline What is under the trap door? [P3] No one knows what is under trap door. It is believed to
be something from Vault 713.

What is Wingardium Leviosa? [P10]
Wingardium Leviosa is one of the first spells learnt by
any witch or wizard, including me. With the charm they
can make things fly with the flick of a wand.

Table 1: The table presents a snippet of questions asked by our participants during voice interaction with Harry Potter.

IBM Max
QnA system (Talk to Harry)

Python: Flask 
Web framework.

Javascript
Speech Recognition: speech to text
Speech Synthesis: text to speech
Execute Voice commands in player

Frontend

HTML, CSS

Backend

Response 
(Text)

Question from 
user (Text)

Response from 
character (Text)

Services
Question

(Text)

Contains binaural narration
audio recordings (Audacity)

User

Binaural
narration

Voice 
commands

Question and
Responses

Figure 6: Technical Architecture: An overview of Reality Tales prototype workflow.

Character interaction fostered positive emotions. Following their interaction
with Harry Potter, participants felt invested in the story and the character’s
life. We found an increase in levels of empathy, satisfaction, connectedness
to the characters, and happiness. P10 said “I felt good. I had not read the book
earlier, but after talking to Harry, I felt the urge to know more and listen to
more chapters.”

Character interaction increases curiosity. There was a considerable increase
in the number of questions that participants ask from Harry Potter while
using Reality Tales (Mean: 6.4 questions, Median: 5 questions), as compared
to the number of questions that came to their mind while listening to the
traditional audiobook (Mean: 1.4 questions, Median: 0 questions). After
listening to the traditional audiobook, questions were only based on the
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story excerpt’s events they heard. However, when provided with the agency
to converse with Harry Potter, their questions also focused on the charac-
ters’ lives. Participants also asked follow-up questions, prompted by the
responses that Harry previously gave. For instance, for P15, “What is a
seeker?” prompted “What is a snitch?”

Living the storyworld. Binaural audio helped participants feel that they
were present in the same environment as the story characters. P15 said,
“I felt a tickling in my back when I listened to the book, and it was ‘ajeeb’
[weird]. Then I enjoyed the sound.” Several participants indicated scope for
improvement in the correctness of responses, level of detail, and the quality
of the character’s voice while having a conversation. P9 said “I would love it
if the questions apart from the chapter [more in depth about the character’s
personal life] could further be answered too.”

7 LIMITATIONS AND FUTUREWORK
Currently, the high-fidelity prototype is limited to two excerpts of Harry
Potter and the Philosopher’s Stone, and the character interaction is limited to
one character: Harry Potter.We aim to include amore extensive set of stories
and facilitate conversations with multiple characters. The text corpus is
finite and requires to be manually annotated. To provide users with detailed
and accurate responses while enabling them to ask a more comprehensive
set of questions, we will explore automated methods for preparing the
annotations. Further, the text corpus can be prepared to include a greater
depth of personal information and feelings of the characters.

Additionally, we aim to make explorations to vividly portray the char-
acters’ personalities and voice timbre as the story progresses. Bringing
the focus onto emotional and physical changes that characters experience
throughout a story might provide a better storytelling experience. Another
possible exploration for us could involve supporting a conversation with
two or more story characters simultaneously.

8 ACKNOWLEDGEMENT
We thank our professor, Dr. Aman Parnami, for providing us with valu-
able insights and mentorship throughout this project. A special thanks to
our mentor, Anupriya Tuli, and our teaching assistant, Rachit Jain, who
constantly guided and encouraged us. Lastly, we acknowledge all the par-
ticipants who joined us for this study.

REFERENCES
[1] Virginia Braun and Victoria Clarke. 2006. Using thematic analysis in psychology.

Qualitative Research in Psychology 3, 2 (2006), 77–101.
[2] Vanessa Cesário. 2019. Guidelines for Combining Storytelling and Gamification:

Which Features Would Teenagers Desire to Have a More Enjoyable Museum
Experience?. In Extended Abstracts of the 2019 CHI Conference on Human Factors in
Computing Systems (CHI EA ’19). Association for Computing Machinery, Glasgow,
Scotland Uk, 1–6. https://doi.org/10.1145/3290607.3308462

[3] Fred Charles, Julie Porteous, and Marc Cavazza. 2010. Changing characters’ point
of view in interactive storytelling. In Proceedings of the international conference

on Multimedia - MM ’10. ACM Press, Firenze, Italy, 1681. https://doi.org/10.1145/
1873951.1874321

[4] L. Cooke. 2010. Assessing Concurrent Think-Aloud Protocol as a Usability Test
Method: A Technical Communication Approach. IEEE Transactions on Professional
Communication 53, 3 (Sept. 2010), 202–215. https://doi.org/10.1109/TPC.2010.
2052859

[5] Nils Dahlbäck, Arne Jönsson, and Lars Ahrenberg. 1993. Wizard of Oz studies:
why and how. In Proceedings of the 1st international conference on Intelligent user
interfaces (IUI ’93). Association for Computing Machinery, Orlando, Florida, USA,
193–200. https://doi.org/10.1145/169891.169968

[6] Jenny Ek. 2016. Audio Storytelling in Today’s Visual World: The Necessary
Components of a Successful Soundscape for an Audio Play.

[7] Donna W. Emery. 1996. Helping Readers Comprehend Stories from the Charac-
ters’ Perspectives. The Reading Teacher 49, 7 (1996), 534–541. https://www.jstor.
org/stable/20201661

[8] Ilker Etikan, Sulaiman Abubakar Musa, and Rukayya Sunusi Alkassim. 2016.
Comparison of convenience sampling and purposive sampling. American journal
of theoretical and applied statistics 5, 1 (2016), 1–4.

[9] Cornelia Funke. 2007. A quote from Inkdeath. https://www.goodreads.com/
quotes/212176-a-reader-doesn-t-really-see-the-characters-in-a-story

[10] Michele Geronazzo, Amalie Rosenkvist, David Sebastian Eriksen, Camilla Kirstine
Markmann-Hansen, Jeppe Køhlert, Miicha Valimaa, Mikkel Brogaard Vittrup,
and Stefania Serafin. 2019. Creating an Audio Story with Interactive Binaural
Rendering in Virtual Reality. Wireless Communications and Mobile Computing
2019 (Nov. 2019), 1–14. https://doi.org/10.1155/2019/1463204

[11] Maciej Lipiec. 2019. Beyond the Double Diamond: thinking about a better design
process model. https://uxdesign.cc/beyond-the-double-diamond-thinking-
about-a-better-design-process-model-de4fdb902cf

[12] Caspar J. van Lissa, Marco Caracciolo, Thom van Duuren, and Bram van Leuv-
eren. 2016. Difficult Empathy. The Effect of Narrative Perspective on Readers’
Engagement with a First-Person Narrator. DIEGESIS 5, 1 (June 2016), 43–63.
https://www.diegesis.uni-wuppertal.de/index.php/diegesis/article/view/211

[13] Robyn Longhurst. 2003. Semi-structured interviews and focus groups. Key
methods in geography 3, 2 (2003), 143–156.

[14] Ji-Ye Mao, Karel Vredenburg, Paul W. Smith, and Tom Carey. 2005. The State
of User-Centered Design Practice. Commun. ACM 48, 3 (March 2005), 105–109.
https://doi.org/10.1145/1047671.1047677

[15] Noorizah Mohd. Noor. 2011. READING HABITS AND PREFERENCES OF EFL
POST GRADUATES: A CASE STUDY. Indonesian Journal of Applied Linguistics 1,
1 (July 2011), 1. https://doi.org/10.17509/ijal.v1i1.95

[16] J. K. Rowling and Joanne K. Rowling. 2014. Harry Potter and the Philosopher’s Stone.
Number the complete collection / . K. Rowling ; 1 in Harry Potter. Bloomsbury,
London Oxford New York New Dehli Sydney. OCLC: 890064803.

[17] Inês Salselas and Rui Penha. 2019. The role of sound in inducing storytelling in
immersive environments. In Proceedings of the 14th International Audio Mostly
Conference: A Journey in Sound (AM’19). Association for Computing Machinery,
Nottingham, United Kingdom, 191–198. https://doi.org/10.1145/3356590.3356619

[18] Dag Svanaes and Gry Seland. 2004. Putting the Users Center Stage: Role Playing
and Low-Fi Prototyping Enable End Users to Design Mobile Systems. In Proceed-
ings of the SIGCHI Conference on Human Factors in Computing Systems (Vienna,
Austria) (CHI ’04). Association for Computing Machinery, New York, NY, USA,
479–486. https://doi.org/10.1145/985692.985753

[19] Marc Cavazza University of Teesside, Marc Cavazza, University of Teesside,
Fred Charles University of Teesside, Fred Charles, Steven J. Mead University of
Teesside, Steven J. Mead, University of Minnesota, Kyoto University, CNR Siena,
Università di, and et al. 2002. Interacting with virtual characters in interactive
storytelling. https://dl.acm.org/doi/abs/10.1145/544741.544819

[20] Christopher Ryan Wagar. 2016. The Impact of Audiobooks on Reading Compre-
hension and Enjoyment. https://doi.org/10.13140/RG.2.1.1382.0409

https://doi.org/10.1145/3290607.3308462
https://doi.org/10.1145/1873951.1874321
https://doi.org/10.1145/1873951.1874321
https://doi.org/10.1109/TPC.2010.2052859
https://doi.org/10.1109/TPC.2010.2052859
https://doi.org/10.1145/169891.169968
https://www.jstor.org/stable/20201661
https://www.jstor.org/stable/20201661
https://www.goodreads.com/quotes/212176-a-reader-doesn-t-really-see-the-characters-in-a-story
https://www.goodreads.com/quotes/212176-a-reader-doesn-t-really-see-the-characters-in-a-story
https://doi.org/10.1155/2019/1463204
https://uxdesign.cc/beyond-the-double-diamond-thinking-about-a-better-design-process-model-de4fdb902cf
https://uxdesign.cc/beyond-the-double-diamond-thinking-about-a-better-design-process-model-de4fdb902cf
https://www.diegesis.uni-wuppertal.de/index.php/diegesis/article/view/211
https://doi.org/10.1145/1047671.1047677
https://doi.org/10.17509/ijal.v1i1.95
https://doi.org/10.1145/3356590.3356619
https://doi.org/10.1145/985692.985753
https://dl.acm.org/doi/abs/10.1145/544741.544819
https://doi.org/10.13140/RG.2.1.1382.0409

	Abstract
	1 Introduction
	2 Related Work
	3 Methodology
	4 Phase-1: Primary Research
	4.1 Survey
	4.2 Semi-Structured Interviews
	4.3 Learnings from Phase-1

	5 Phase-2: Prototyping and Evaluation
	5.1 Low-Fidelity
	5.2 Conceptualising Reality Tales
	5.3 High-Fidelity: Combining Interface, Concept, and Functionality

	6 Learnings
	7 Limitations and Future Work
	8 Acknowledgement
	References

